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Abstract – Power optimization plays the important role in the 

recent years. For reducing dynamic power dissipation data driven 

clock gating is a popular technique which is used in many 

synchronous circuits. Dynamic power management (DPM) is a 

design methodology for dynamically reconfiguring systems to 

provide the requested services and performance levels with a 

minimum number of active components or a minimum load on 

such components. Gating is a circuit which can be manually 

inserted into the register transfer level (RTL) design.  In a 

sequential circuit when  a  logic  unit  is  clock, its underlying 

sequential  elements will receive the clock signal regardless  of  

whether  or  not  they  will  toggle  in  the  next  cycle.  These flip-

flops are grouped together so that they share a common clock 

enabling signal which will reduce the hardware overhead. The 

group size will lead to maximize the power savings. We present a 

high-speed wide-range of parallel counter that achieves the high 

operating frequencies through a novel pipeline partitioning 

methodology using only three simple repeated CMOS-logic. The 

look ahead clock gating is integrated into an Electronic Design 

Automation with commercial backend design flow, achieving total 

power reduction of various types of large-scale state-of-the-art 

industrial and academic designs in 40 and 65 manometer process 

technologies. The state look-ahead path prepares the counting 

path’s next counter state prior to the clock edge such that the 

clock edge triggers all modules simultaneously, thus concurrently 

updating the count state with a uniform delay at all counting path 

modules/stages with respect to the clock edge.  

Index Terms – Clock gating, Clock networks, Dynamic power 

Reduction, Multiple bit flip flop. 

1. INTRODUCTION 

With power/thermal budgets for modern system on chips 

(SoCs) are growing more which integrate an increasing number 

of transistors; power minimization has become one of the most 

important objectives in designing SoCs for various 

applications. High power dissipation of a SoC will not only 

increase its system costs but also affect the product lifetime and 

reliability. To optimize the power consumption, many low-

power design techniques have been introduced [2], such as 

clock gating [3], [4], replacing non-timing-critical cells with 

their high-Vt counter parts [5], [6], power gating [7], [8], 

creating multi-supply-voltage designs [5], dynamic 

voltage/frequency scaling [9], [10] and minimizing the clock 

network. 

Modern digital systems are designed with a target clock period, 

which determines the rate of data processing. A clock network 

distributes the clock signal from the clock generator or source 

to the clock inputs or sinks of the synchronizing components or 

modules. The clock distribution network consumes large 

percentage of the power consumed by these systems. 

Therefore, in low-power synchronous systems, we would like 

to minimize the total power consumed by the clock tree subject 

to the performance constraints on the clock signal, such as the 

operating frequency and maximum clock skew. 

 

Fig. 1 Gated clock tree, with synchronizing elements 

The power consumed by complementary metal oxide 

semiconductor (CMOS) circuits consists of two components: 

dynamic and static power consumption. The static power is 

largely determined by the technology. In this paper, we only 

consider on minimizing the dynamic power. In a normal clock 

tree, the clock signal arrives regularly at all of the clock sinks, 

which means  = 1. Suppose that we know the times at which 

the clock sinks must be active and should be active/idle times 

for the module as activity patterns. They can be obtained by the 

simulation of the design at the behavioural level itself. In that 

one, the clock signal must be supplied to the modules only 

during their active times. If the clock signal is gated such that 

it is only delivered during the active times we can reduce the 

total power consumed by the clock and by the modules 

themselves. From this method we can see a clock tree thus 

constructed an activity-driven clock tree. In this paper, once 

again we address the problem of minimizing the power 

consumption of a synchronous system by minimizing its 

activity through the use of an activity-driven clock tree. Fig. 1 

shows an example of gated clock tree. 
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In this paper we focus on the data-driven clock gating and look 

ahead clock gating which can be used for flip flops at the gate 

level. The clock signal driving a flip flop is disabled when the 

flip flops state is not changing in the next clock cycle [11]. Data 

driven clock gating is causing more area and power overheads 

that must also to be considered while designing a circuit. To 

reduce the area and power overhead, it is proposed to group the 

several flip flops to be driven by the same clock signal, 

generated by connecting the enabling signals of the individual 

flip flops. However, this may lead to lower the disabling 

effectiveness. Therefore grouping the flip flops which cause 

switching activities are highly correlated and derive a joint 

enabling signal. In a recent paper, a model for data-driven 

gating is developed based on the toggling activity of the 

constituent flip flops [13]. The optimal fan out of a clock gate 

yielding maximal power savings is derived based on the 

average toggling statistics of the individual flip flops, process 

technology and cell library in use. In any digital systems the 

state transitions of flip flops are depends on the data they 

process. 

In the next section, we overview the various clock gating 

techniques. Section III overviews about the data-driven clock 

gating. Section IV describes about the look ahead clock gating 

which motivates this paper. Section V discusses the 

implementation of a practical design flow. Section VI presents 

experimental results. Final conclusions are presented in Section 

VII. 

2. VARIOUS CLOCK GATING TECHNIQUES 

AND CLOCK GATING: 

In sequential circuit one two-input AND gate is inserted in 

logic for clock gating. One input to  AND  gate  is clock while  

the  second  input  is  a  signal  used  to  control  the  output. 

Clock gating technique for the counter by inserting one AND 

gate. When counter is negative edge triggered and enable 

changes from a clock cycle starting from the negative edge to 

the next negative edge. 

NOR CLOCK GATING: 

NOR  gate  is  a  suitable  technique  for  clock  gating  where  

we  need  to  be  performed  on  positive  edge  of  the  global 

clock. For analyzing using NOR gate, the counter will work 

when enable turn ON. When enable changes to “1” counter 

output is negative edge of the clock and small glitches will be 

occurred. 

SYNTHESIS BASED CLOCK GATING: 

Synthesis-based clock gating is the most widely used method 

by EDA tools. The utilization of the clock pulses, measured by 

data-to-clock toggling ratio, left after the employment of 

synthesis-based gating may still be very low. In this method, 

the average data-to-clock toggling ratio, obtained by extensive 

power simulations of 61 blocks comprising 200k FFs, taken 

from a 32nm high-end 64-bit microprocessor.  Those are 

mostly control blocks of the data-path, register-file and 

memory management units of the processor. The technology 

parameters used throughout the papers are of 22nm low-

leakage process technology. Their clock enabling signals were 

derived by a mix of logic synthesis and manual definitions. The 

clock capacitive load is 70% of their total load. The blocks are 

increasingly ordered by their data-to-clock activity ratio. It is 

clearly shown that the data toggles in a very low rate compared 

to the gated clocks. 

3. DATA-DRIVEN CLOCK GATING TECHNIQUE 

Clock enabling signals are very well understood at the system 

level and thus can effectively be defined. These clock signals 

will also capture the periods of the functional blocks and 

modules that do not need to be clocked. These signals and 

blocks are later being automatically synthesized into clock 

enabling signals at the gate level. As a part of a design 

methodology clock enabling signals are manually added for 

every flip flop. But when modules at a high and gate level are 

clocked, the state transitions of their underlying flip flops 

depend on the data being processed. It is important to note that 

the entire dynamic power consumed by a system produce from 

the periods where the modules of the clock signals are enabled. 

Therefore, regardless of how small this clock period is, it will 

assess the effectiveness of the clock gating requires extensive 

simulations and statistical analysis of flip flops toggling 

activity. 

 

Fig. 2 Practical data-driven clock gating 

A flip flop will find out that its clock signal can be disabled in 

the next/forthcoming cycle by XORing its output with the 

present data input that will appear at its output in the next cycle. 

The outputs of k-XOR gates are ORed to generate a joint gating 

signal for k-flip flops, which is then latched to avoid glitches.  

The  combination  of  a  latch  with  AND  gate  is  commonly  

used  by commercial tools and is called integrated clock gate 

(ICG). This type of data driven gating is used for a digital filter 

in an ultralow-power design. There is a clear trade off between 

the numbers of saved clock, pulses and the hardware overhead. 

With an increase in k, the hardware overhead decreases but so 

does the probability of disabling, obtained by ORing the k 

enable signals. Let the average toggling probability of a flip 
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flop be denoted by p (0 < p < 1). Such a gating scheme has 

considerable timing implications, which are discussed in [14]. 

4. LOOK AHEAD CLOCK GATING TECHNIQUE 

Early design methodologies improved counter operating 

frequency by partitioning the large counters into multiple 

smaller counting modules. Such modules have higher 

significance that was enabled when all bits in all modules of 

lower significance saturate. Initializations and propagation 

delays such as register load time, AND logic chain decoding 

and the half incrementer component delays in half adders 

dictated operating frequency. Subsequent methodologies 

improved counter operating frequency using half adders in the 

parallel counting modules that enabled carry signals generated 

at counting modules of lower significance to serve as the count 

enable for counting modules of higher significance, essentially 

implementing a carry chain from modules of lower significance 

to modules of higher significance. The carry chain cascaded 

synchronously through intermediate D-type flip-flops (DFFs). 

The maximum operating frequency was limited by the half 

adder module delay, DFF access time, and the detector logic 

delay. Since the module outputs did not directly represent count 

state, the detector logic further decoded the module outputs to 

the outputted count state value.  

Look-ahead clock gating has been shown to be very useful in 

reducing the clock switching power. The computation of the 

Clock enabling signals one cycle ahead of time avoids the tight 

timing constraints existing in other gating methods. A closed 

form model characterizing the power saving was presented and 

used in the implementation of the gating logic. The gating logic 

can be further optimized by matching target FFs for joint gating 

which may significantly reduce the hardware overheads. 

 

Fig. 3 Look Ahead clock gating 

While this technique discussed the case of merging two target 

FFs for joint gating, clustering target FFs in larger groups may 

yield higher power savings. We could drive several FFs with a 

common gater if we knew that they are toggling simultaneously 

most of the time, thus achieving almost the same power 

reduction, but with fewer gaters. The grouping may place up to 

several dozens of FFs in a single group, and is usually done by 

synthesizers during the physical design phase. Such tools are 

focusing on skew, power, and area minimization, and are not 

aware of the toggling correlations of the underlying FFs. 

The proposed look ahead clock gating technique, here in 

existing data driven clock gating technique, the transmission 

gate is replaced  by  the NMOS pass transistor, because in 

transmission gate no threshold loss but in pass transistor 

threshold loss will  be  there  ,but  pass  transistor  is  followed  

by inverter means it will  produce  exact  logic  without any 

threshold loss. In order to reduce power and less area we 

replaced the transmission gate in to pass transistor. When 

compare to the existing DDCG the proposed LACG consumes 

less power and less area. 

5. IMPLEMENTATION AND SIMULATION RESULTS 

The design flow described in Section III is experimented on a 

DSP core comprising 22k FFs, another large vectored DSP core 

comprising 100k FFs, a 3-D graphics accelerator [9] and a 

network processor control block. The resulting power for a 

wide range of group sizes, where the maximum power savings 

are achieved. The results obtained from the LACG technique 

include not only the clock network and the sequential power 

but also the power consumed in the combinational logic, which 

is about half of the total dynamic power. Hence, considering 

clocking power savings alone, 15%–20% is achieved. Since  

the  toggling  probability  is  averaged  across  the  entire  FFs,  

it  may  happen  that  different  sub-blocks  will  have different  

probabilities.  It  is  therefore  possible  to  further  reduce  the  

power  by  using  various  k  values  in  different  sub blocks. 

Another interesting observation is the slight growth in the 

combinational logic power, due to the extra XOR connected at 

every flip flop and the other logic involved in look ahead clock 

gating. 

 

Fig. 3 Simulation Output of Data driven Clock gating 

The results of the combined synthesis-based and data-based 

gating scheme are worse than the look ahead clock only gating 

for all the circuits. Thus, unless register files can undergo only 

synthesis-based gating and data-based gating will not be 
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applied to them, synthesis-based gating should be completely 

replaced by data-based gating. As mentioned earlier, the gating 

scheme may have considerable timing implications. 

 

Fig. 4 Simulation Output of Look ahead Clock gating 

 

Fig. 5 Power Analysis 

6. CONCLUSION 

In this paper, we have proposed a novel approach for the 

construction of activity-driven clock trees with the objective of 

minimizing power consumption. We have developed 

algorithms that solve the problems of clock tree construction 

and gate insertion into the clock tree while minimizing power 

consumption and producing small clock skew.  

In  a  power-managed  system,  the  state  of  operation  of  

various  components  is  dynamically  adapted  to  the  required 

performance  level,  in  an  effort  to  minimize  the  power  

wasted  by  idle  or  underutilized  components.  For most 

system components, state transitions have non-negligible 

power and performance costs. Thus, the problem of designing 

power management policies that minimize power under 

performance constraints is a challenging one. We surveyed 

several classes of power-managed systems and power 

management policies. Furthermore, we analyzed the tradeoffs 

involved in designing and implementing power -managed 

systems. Several practical examples of power-managed 

systems were analyzed and discussed in detail. Look-ahead 

clock gating has been shown to be very useful in reducing the 

clock switching power. The computation of the clock enabling 

signals one cycle ahead of time avoids the tight timing 

constraints existing in other gating methods.  A  closed  form  

model  characterizing  the  power  saving  was  presented  and  

used  in  the implementation of the gating logic. The gating 

logic can be further optimized by matching target FFs for joint 

gating which may significantly reduce the hardware overheads. 

While this paper discussed the case of merging two target FFs 

for joint gating, clustering target FFs in larger groups may yield 

higher power savings. This is a matter of a further research. 

The technique used is referred to as sequential look ahead. 

Additional state bits are added (in addition to those used to give 

the usually binary code which is the output of the counter) 

which are defined to represent a useful logic function of the 

original counter state bits (such as the logical AND of a number 

of bits). Using the terminology of finite state machines, the next 

state equations are then re-expressed using this additional bit. 

Given a suitable choice for the additional state bit (to be 

referred to as the ‘look ahead’ bit), the next state equations will 

then be simplified, so are likely to permit a faster 

implementation. The look ahead bit itself must not of course 

need excessive computation time. 
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